COVID-19 prevalence estimation by random sampling in population - Optimal sample pooling under varying assumptions about true prevalence – SUPPLEMENTARY MATERIAL
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Freedom from disease and low-prevalence populations

Pooled sampling can also be used to efficiently assert freedom from disease with a certain probability. If the population is free from the disease, then we find no truly positive sample. The question then becomes how many samples we need to take from a population with prevalence  to ensure that the probability of sampling at least one single positive patient is  or higher. I calculated this number using the formula of Christensen and Gardner, 2000 [1]:
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The formula of Christensen and Gardner can be modified to accommodate pooled sampling:
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When the prevalence is zero, the formula becomes much simpler:  
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True freedom in a population is not possible to assert without sampling every individual. However, we can establish how many samples we need in order to have at least  probability of getting a positive sample if the true prevalence was . For example, from Fig. S1, panel A, we can see that by sampling 60 patients from a population with a true prevalence of 0.06, we would be 95% certain that at least one of our samples came out positive. That is, if the true prevalence in the source population was exactly 0.06, we would only expect to get 60 negative samples by chance 5% of the time. A common interpretation of this is that if all pools test negative, we can be 95% certain that the true prevalence in the source population is 0.06 or lower.

Note that when the specificity is 1.0, we will never get a positive test from a completely disease-free population no matter how many samples we take. However, if the test specificity is less than 1.0, the sample size needed to ensure  probability of getting at least one positive sample has an upper bound, even when the population is free of disease. This is the sample size for which we would expect at least a  probability of getting a false positive result (Fig. S1, panel B). From equation (3) this number is 299 for an  of 5% and a specificity of 0.99.

When tests have imperfect specificity , it requires a high number of samples to distinguish between a truly disease-free population and one with low prevalence. One way to calculate how many samples are needed to distinguish between the two is to see it as a classical statistical hypothesis testing problem. If we let  be the number of positive samples from a disease-free population, and  the number of positive samples from a population with low prevalence, we can analyze the probability mass function of the difference between these two binomial variables to see what sample numbers are required to reject the null hypothesis that .
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Mathematically, the probability mass function of  can be calculated as follows:
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Using formula (9), we find that with a test specificity of 0.99, taking 2743 samples from a disease-free population and as many from a population with a prevalence of 0.005, we will have a 5% probability of getting more positive samples from the disease-free population than from the low-prevalence one (Fig. S2). If the true prevalence drops to 0.001, the required number of samples to reliable differentiate from a disease-freeness 95% of the time jumps to nearly 70000. With this is mind, it is hard to imagine a situation in which random testing with an imperfect specificity test could be used to demonstrate true freedom rather than a very low prevalence.
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FIGURE LEGENDS

Fig. S1 – Testing for freedom of disease with a test with perfect specificity. The x-axis represents different true levels of , and the colored lines represent the number of samples associated with 95% probability of having at least one positive sample at that prevalence level. For perfect specificity tests this is commonly interpreted as meaning that we can be 95% certain that the true prevalence is lower. The effects of sample pooling are explored with different color lines. Panel A: Test specificity = 1.0; Panel B: Test specificity = 0.99.

[bookmark: _GoBack]Fig. S2 – Using a test with specificity of 0.99 to discriminate a disease-free population from a population with  with 2743 samples from both populations. Panel A: The expected number of positive samples from the disease-free and the low-prevalence populations; Panel B: The probability mass function of the difference in the number of positive samples between the low-prevalence and the disease-free population. With 2743 samples from both populations, there is a 5% probability of getting more positive tests from the disease-free population.

