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Epidemiologic Risk Factor Model Specification:
 
The mixed-effect epidemiologic risk factor models were of the following form:


)

 
Here, Y is a vector of response variables for each individual i within each province h, X is a vector of risk factor covariates. Mu is a random effect for each province and epsilon is an error term for each individual. For the multivariate model, the initial model was fit with all potential risk factors. The univariate models were each individually fit with only a single risk factor.
 
 
Spatial-temporal Model Specification:
 
The spatial-temporal model was built around the logistic Gaussian process 1, in which a smoothly varying-dimensional Gaussian process is transformed to produce values constrained to the  interval. These transformed values were then used to represent underlying frequencies of drug resistant alleles, and the observed counts were modelled as Binomial draws from these frequencies. The Gaussian process can be defined in any number of dimensions, giving the flexibility to model any number of predictor variables – in our case space (in two-dimensions), time, and three additional covariates: accessibility 2, night time lights 3 (as a measure of population density) and proportion urban/rural 4, for a total of  = 6 dimensions. Each dimension was given a separate weight using the vector  of scale parameters, and an overall scale parameter  was applied over all dimensions. Independent  priors were applied on the parameters in each dimension, and an prior was applied on the overall scale parameter .
 
To facilitate model fitting, the complete logistic Gaussian process model described above was replaced by a lower-dimensional approximation using the method of random Fourier features5 (RFF). In simple terms, RFF can be understood as a way of decomposing a complex function into the sum over a number of “features”, at which point the model becomes a simple linear model over these features. The number of features used in the RFF approximation can be chosen by the user based on the relative merits of computational simplicity (for a small number of features), to fidelity to the true Gaussian process (for a large number of features). In our case, we found that 250 features captured the model well and ran in acceptable time. More specifically, the RFF method uses a feature map that associates a kernel function  which is defined on an input domain such that the kernel between points    and ,  can be written  where  is the feature map that associates kernel  with an embedding of the input space into a reproducing kernel Hilbert space . Following from Rahimi et al 20085 our feature map takes the form  such that , with given fixed spectral measure . We assume a Gaussian spectral distribution corresponding to a squared exponential kernel. The final model can be written:

 






 
Where  are the observed binary response variables,  is the logit transform, and hence  is the logistic transform. This model was fitted using Hamiltonian Monte Carlo using the R package Greta6,7 using 10,000 burn-in iterations, 1 million sampling iterations, and thinning to ever 100th value to remove autocorrelation.
 
 





















Table S1: Results from the univariate risk factor analyses. Univariate mixed-effects model results for any pfdhps mutation, pfdhps K540E (including those with the A581G mutation also), and the pfcrt CVIET haplotype. Associations with a p-value <0.05 are bolded. 

	
	Any pfdhps mutation
	Pfdhps K540E 
	Pfcrt CVIET haplotype

	Covariate
	Prevalence 
ratio (95% CI)
	p-value
	Prevalence ratio (95% CI)
	p-value
	Prevalence ratio (95% CI)
	p-value

	10% Prevalence increase
	1.00
(0.95 - 1.05)
	0.92
	1.09
(1.00 – 1.20)
	0.06
	0.99
(0.94 – 1.04)
	
0.66

	10% Drug use increase*
	1.00
(0.95 - 1.06)
	0.89
	1.13
(1.03 – 1.23)
	< 0.01
	1.01
(1.00 – 1.02)
	0.48

	Individual wealth index
	0.96
(0.89 - 1.04)
	0.32
	1.04
(0.90 – 1.19)
	0.59
	1.08
(0.99 – 1.18)
	0.10

	10% increase in lowest wealth category
	0.99
(0.96 - 1.05)
	0.98
	0.94
(0.87 – 1.02)
	0.13
	0.95
(0.90 – 1.00)
	0.07

	10% increase in lowest education category
	1.02
(0.97 - 1.07)
	0.45
	1.00
(0.93 – 1.09)
	0.90
	0.92
(0.87 – 0.98)
	<0.01

	Urban
	0.96
(0.77 - 1.20)
	0.74
	1.48
(0.86 - 2.57)
	0.16
	1.21
(0.95 - 1.54)
	0.12

	Cluster size
	1.01
(0.99 - 1.01)
	0.72
	0.99
(0.98 - 1.01)
	0.38
	1.00
(1.00 - 1.01)
	0.37

	Female Sex
	1.02 
(0.92- 1.14)
	1.12
	(0.95 – 1.32)
	0.48
	1.06 
(0.95 – 1.17)
	0.593


*SP amongst pregnant women for pfdhps models and chloroquine amongst children for the pfcrt model








Figure S1: Posterior 95% credible intervals on weights for all covariates included in spatial-temporal prediction model for A) A437G B) K540E C) A581G and D) CVIET      


[image: ]














Figure S2: Mean posterior standard deviation of estimated allele frequencies for each mutation 
[image: ../../../../../../../../Downloads/maps_er]
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