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Comparison of mixture distributions versus av-
erage value of elicitated margins from experts.

1 Methods

In this additional work, two approaches were proposed to compute the acceptable
difference from experts’ elicitation: the method described in the main manuscript
and the use of average values. To simplify the notations, we will give the theoretical
basis on a single event. Let de denote the acceptable difference between arms,
according to the eth expert, e ∈ [1, . . . , E].

• If the acceptable difference D is fitted through a mixture distribution, as de-
scribed in the main manuscript, the posterior probability that the difference
of event rates, θ1 − θ0, is higher than the acceptable difference at the final
analysis (l=11) is as follows:

P (δ11) = P (θ1 − θ0 > D | Y 11
1 , Y 11

0 )

=

∫ 1

0

(θ1 − θ0 > x | Y 11
1 , Y 11

0 , D = x) . P (D = x) dx (1)

with D ∼ f(a1, b1, a2, b2, a3, b3, w1, w2, w3) computed from experts elicitation
using the betareg package on R software (see more details in main manuscript).

• In the second case, if the acceptable difference is estimated using the average
of all experts’ opinion, the posterior probability that the difference of event
rates, θ1 − θ0, is higher than the acceptable difference is as follows:

P (δ11) = P (θ1 − θ0 > D | Y 11
1 , Y 11

0 )

= P (θ1 − θ0 >
∑
de
E
| Y 11

1 , Y 11
0 ) (2)

Simulation study

In an extensive simulation study, we compared the results obtained by these two
approaches. Taking inspiration of our study, we performed simulations using the
prevalence of neonatal death (θ0 = 0.39) in trials with same sample size (ni = 162).
To simulate the data of the trials, 5 scenarios have been used. Let T1, T2, T3,
T4 and T5 denote the different scenarios. In all scenarios, the prevalence is higher
in the experimental than in the control arm (θ1,T1 = 1.2 × θ0, θ1,T2 = 1.5 × θ0,
θ1,T3 = 1.6× θ0, θ1,T4 = 1.7× θ0, and θ1,T5 = 2.0× θ0). For each scenario, 1000 trials
have been generated.

To address the issues of how acceptable difference D and posterior probabilities
are affected by the two approaches, we constructed an array of 3 data sets of experts’
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elicitation, with E = 44, each obtained by specifying 1 or 2 Beta functions. Let E1,
E2 and E3 denote the 3 data sets of experts’ elicitation. The parameters have been
chosen in order to have an average equal to 0.20 in the 3 data sets:

• In the first data set of experts (E1), de ∼ Beta(10, 40), with expected value
µ = 0.20 and precision parameter Φ = 50. In this data set, the experts
seem to agree about the margin and the distribution is uni-modal with small
variability.

• In the second data set of experts (E2), de ∼ Beta(1, 4), with expected value
µ = 0.20 and precision parameter Φ = 5. In this data set, the experts disagree
about the margin and the variability is high.

• In the third data set of experts (E3), half of the answers were distributed
through de ∼ Beta(0.5, 49.5), with expected value µ = 0.01 and precision
parameter Φ = 50 and half through de ∼ Beta(19.5, 30.5) with expected value
µ = 0.39 and precision parameter Φ = 50. In this data set, the experts
disagree about the margin and the distribution seems to be bi-modal.

The figure 1 presents the histogram of the acceptable difference of death among
the E experts (de), in the 3 proposed data sets.

The posterior probability that observed differences is higher than the acceptable
difference was calculated following the equation (1) and (2), for each method, each
data set of experts (E1, E2, E3) and each trial of each scenario (T1, T2, T3, T4,
T5). Then we calculated the overall number of conclusions obtained when applying
decision thresholds of 0.50 at the final analysis.

2 Results

The figure 1 presents, for each of the 3 data sets of experts, the histogram of the
acceptable difference of death among the E experts (de), the mean of the difference,
and the fit (D) obtained using our proposed method.

The Table 1 summarizes the posterior probabilities and the conclusions of the
decision rule according to the 2 approaches, for each data set of experts and each
scenario. The Figure 2 compares the conclusions of the trials given by the 2 ap-
proaches, using a decision threshold of 0.50, for each data set of experts and each
scenario. The results regarding the decision rule for the average are very close across
data sets of experts, which is not the case for the mixture. The Figure 3 compares
the posterior probabilities given the 2 approaches, for each data set of experts and
each scenario. In this figure the reader can have a detailed view on how the average
and the mixture influence the distribution of the posterior probability.

For all the scenarios, if we compute the acceptable difference as an average, the
decision that the difference was unacceptable occurs among the same proportion of
trials, using the 3 data sets of experts, even though the consensus between experts
was not the same between these 3 situations. The distribution and heterogeneity of
experts’ opinion is not taken into account in this case. Conversely, if we compute
the acceptable difference as a mixture, the decision was varying according to the
data set of experts. The higher difference between the two approaches was observed
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under the second data set of experts, and the lower under the first data set of experts
in which the variability was small. Finally, using 3 data sets with almost same mean
acceptable difference of experts (0.20), the 2 methods gave different results, and
the difference between the two methods increased as the variability among experts
increased.

3 Interpretation

The use of mixture of Beta distributions seemed better to capture experts’ opinions,
at least in situations where the variability across experts’ opinion was high. When
data aren’t available for fixing the margin before the trial onset, an elicitation process
among experts can help to reflect the belief about the experimental treatment and
the margin. The main concern is about how uncertain the investigators are before
fixing the trial design and how this uncertainty can be reflected in the final trial
design. The uncertainty analysis and its quantification are important issues that
need to be addressed. In the field of clinical trial, investigators are often far from
the concept of “equipoise” but, on the opposite, they are still unsure about some
design’s choices. The Bayesian inference allows to take this into account and to
reflect this in the data analysis. Our approach is one proposition among several
possibles, we have shown that experts do not necessary always agree and that using
an average value or using a Delphi process, in order to get one consensus, could not
be the best way to follow when designing clinical trial.
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Figure 1: Histogram of the acceptable difference between arms, and mix-
tures of Beta distributions fitted from experts’ elicitation, for the three
data sets of experts. All three histograms share the same mean, that is,
0.2.

The histograms represent the acceptable difference among the E experts (de). The lines
represent the fits of this difference (D), obtained through mixtures of Beta distributions. The
legend presents the average of the difference among the E experts and the parameters of the fits.
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Figure 2: Barplot of the conclusions of the trials obtained with acceptable
difference computed as a mixture distribution or as an average value,
using a decision threshold of 0.50, according to the experts’ data set and
to the scenario.
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Figure 3: Boxplot of the posterior probabilities obtained with acceptable
difference computed as a mixture distribution or as an average value,
according to the experts’ data set and to the scenario.
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