Additional file 7. Statistical analyses

Meta-analysis

The logit c-statistic and log OE ratio were pooled using random-effects meta-analyses accounting for the presence of between-study heterogeneity, weighted by the inverse of the variance. The Hartung-Knapp-Sidik-Jonkman (HKSJ) method was used when calculating 95% confidence intervals [1]. The 95% prediction interval was calculated using the equation described by Debray et al [2].

Calibration slope

The calibration slope can be calculated as follows:

Where is the number of observed events in subgroup of study , modeled using a binomial distribution with event probability . The calibration slope is given by .

Meta-regression

To investigate if the performance of the six models was influenced by differences in, for example, study populations, we fitted meta-regression models with a single covariate. The following categorical covariates were considered:

* age range of included participants: comparable (if both the upper and lower limit were within 5 years of the age range in the development population), narrower (if the lower limit was more than 5 years higher and/or the upper limit was more than 5 years lower), younger (if the lower limit was more than 5 years lower), older (if the upper limit was more than 5 years higher) or not reported (NR),
* in- or exclusion of participants with diabetes at baseline,
* in- or exclusion of participants with CHD or CVD at baseline,
* continent,
* prediction horizon: <10 year, 10 year, >10 year or NR,
* type of model used: for Wilson LDL or total cholesterol, for PCE white and others, or African American.

The following continuous covariates were included: mean and standard deviation of age, systolic blood pressure, HDL and total cholesterol, year in which the recruitment of participants for the study started, and the prediction horizon.

Sensitivity analyses

We performed several sensitivity analyses. Firstly, we excluded all external validations with high risk of bias for at least one domain. Secondly, since almost all validations scored high risk of bias for either the domain sample size and participant flow or analysis, we performed a second analysis in which we only excluded external validations with high risk of bias for any of the three domains: participant selection, predictors, or outcome. Thirdly, we used the number of events rather than the inverse of the variance as weighting factor in the meta-analysis, as suggested by Pennells et al. to increase statistical power [3]. Fourthly, we fitted a bivariate model with both the c-statistic and the 10-year total OE ratio as outcomes [4]. Fifthly, we repeated the analyses with the original OE ratio without extrapolating it to 10 years.
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