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| **Characterising networks based on prevalence and balance of missingness** |

**Prevalence of total missingness**

For each network, we compared the median of the total percentage MOD (%MOD) across the included trials with the ‘five-and-twenty rule’ as proposed by Sackett et al. [1] and we considered missingness to be low for median up to 5% (low attrition bias risk), moderate for median between 5% and 20% (moderate attrition bias risk) and large for median above 20% (large attrition bias risk).

**Balance of missingness**

To consider a trial as having or not balanced MOD in the compared interventions, we tested the null hypothesis that the %MOD is the same between the compared interventions using a two-sided Pearson's chi-squared test statistic and significance level 5%. Then, we calculated the difference in %MOD between the compared interventions in each trial in order to draw the kernel density in each group (i.e. trials with balance versus trials with imbalance in MOD according to the test statistic). In case of multi-arm trials, we calculated the difference between maximum and minimum %MOD. The intersection point of the densities was selected to be the threshold of balance (see, Figure below). Then, for each network, we compared this threshold (equal to 6.5%) with the median of the difference in %MOD between the compared interventions across the included trials: networks with median larger than 6.5% were considered to have imbalance in MOD.



**6.5 *(threshold)***

**Figure above.** Kernel density of trials with balance (red density) versus imbalance (blue density) in %MOD between the compared interventions.

**Figure below.** Violin plot (with integrated boxplot) on the distribution of difference in %MOD between the compared interventions in trials with balance (red violin) versus trials with imbalance (blue violin) in missingness.
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| **Node-splitting approach and ranking statistics** |

**Node-splitting approach**

The node-splitting approach has been proposed by Dias et al. [1]within the Bayesian framework to assess possible inconsistency locally while using the whole network to obtain an indirect estimate for a comparison of a closed-loop. The idea behind the node-splitting approach is the following: a comparison of a closed-loop is isolated (split) and random-effects meta-analysis is performed for that comparison, whereas the remaining network is used to estimate an indirect estimate for the split comparison. The difference between direct and indirect estimate for that comparison is known as inconsistency factor (IF). A large posterior probability of IF being different from zero (e.g. above 95%) provides sufficient evidence that inconsistency may be present. To improve the estimation of $τ^{2}$, Dias et al. [1] recommended using a common $τ^{2}$ for both meta-analysis and NMA model (after removing the trials of the split comparison). van Valkenhoef et al. [2] refined further the node-splitting approach by proposing a decision rule to automatically select the comparisons to split and they incorporated their method in the R package *gemtc* ([http://cran.r-project.org/ package=gemtc](http://cran.r-project.org/%20package%3Dgemtc)) [3].

**Measures of intervention hierarchy**

To provide a hierarchy of the investigated interventions for a specific outcome, various measures have been proposed that can be obtained straightforward using Bayesian approaches [4]. Ranking probabilities indicate the probability that an intervention will be placed in a specific ranking (e.g. placebo has 1% chance to be the best, but 96% chance to be the last in the hierarchy) and they can be plotted against all rankings for each intervention to obtain the so-called rankograms [4]. Rankograms reflect the uncertainty about the hierarchy of each intervention. Another measure of intervention hierarchy is the estimation of the surface under the cumulative ranking curve (SUCRA) for each intervention [4]. SUCRA reflects the percentage of potency (measured as effectiveness or safety) an intervention achieves compared to an imaginary intervention that ranks first with certainty [5].
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| **Information on model estimation** |

**Network meta-analysis model**

Bayesian random-effects network meta-analysis (NMA) models with consistency equations and accountability of multi-arm trials were fitted using JAGS via the R package *R2jags* [2]. Specifically, we extended the NMA model developed by Dias et al. [3] in order to incorporate the studied missingness parameter following the parameterization of the underlying event probability described in Turner et al. [4]. Three parallel chains of different initial values were used for 10,000 updates and a burn-in of 1,000 Markov chain Monte Carlo samples [5]. Convergence assessment was based on Gelman–Rubin convergence diagnostic, $\hat{R}$ [6]. From our analyses, we excluded results on parameters that corresponded to Gelman–Rubin $\hat{R}$ larger than 1.1, as convergence for those parameters was not achieved, and by extent, the corresponding posterior distributions could not be trusted.

**Specification of prior distributions**

Normal distribution with mean 0 and variance 1002 was assigned on location parameters (i.e. basic parameters and trial effects on the logarithmic scale), whereas empirical priors specific to outcome and intervention-comparison type studied in each network were assigned on $τ^{2}$ (assumed common in each network) as suggested by Turner et al. [7] in order to improve estimation of the parameter, especially, in case of sparse networks and/ or rare events (see, Additional file 4). In the selection model, we assigned normal prior distribution on $γ\_{ik}$ with mean 0 and variance 1000 [8, 9]. In each network, the reference intervention was determined to be the most frequently studied intervention across the included trials.

**Node-splitting approach for local inconsistency**

Consistency was evaluated locally using the node-splitting approach only in networks with at least one closed loop that was not informed only by multi-arm trials [10, 11]. Initially, we used the R package *gemtc* [12] to identify the comparisons to split in each network and then, we inserted these comparisons in the node-splitting model developed by Dias et al. [11].
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