Model Evaluation:

Some popular metrics used in imbalanced domains that consider the user preferences and, thus, take into account the data distribution are Precision (P) also known as Positive Predictive Value (PPV), Negative Predictive Value (NPV), Recall (R) also known as True Positive Rate (TPR) or Sensitivity and True Negative Rate (TNR) also known as Specificity, defined as follows [2] [1]:
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In other words, the Precision corresponds to the proportion of examples classified as positive that are truly positive (Eq. (1)), the Negative Predictive Value corresponds to the proportion of examples classified as negative that are truly negative (Eq. (2)), the Recall corresponds to the proportion of truly positive examples that are classified as positive (Eq. (3)) and the True Negative Rate corresponds to the proportion of truly negative examples that are classified as negative (Eq. (4)) [3].

From the definition of the previous metrics we can see a clear relationship between P and NPV and between R and TNR. They each measure the same metric with respect to a specific class. Ee will refer to P as the Precision of class 1 (Precision (1)), NPV as the Precision of class 0 (Precision (0)), R as the Recall of class 1 (Recall (1)) and TNR as Recall of class 0 (Recall (0)).

Another popular and practical metric, that simultaneously measures the impact of several measures is the F-measure (Fβ). It combines the Precision and the Recall by a ratio specified by the β parameter [3].

 Eq. (5)

In Eq. (5), if β = 1, then Precision and Recall are considered as being equally important. If β = 2, then Recall is considered to be twice as important as Precision. If β = 0.5, then Precision is considered to be twice as important as Recall [3]. In this study we'll use the F-measure with β = 1 denoted from now on as F1.

Using Precision (1), Recall (1) and the Fβ Eq. (5), we define the F1 of class 1 (F1 (1)), and applying the same logic using the class 0 measures we obtain the F1 of class 0 (F1 (0)).

We define the weighted version of any measure M as the average of the measure M for each class, weighted by the support, i.e. the number of true instances for each class [4]. Given the number of observations of class 1 and class 0, denoted as n1, n0 respectively, and using the previously defined measures we define the weighted versions of the Precision, Recall and F1:
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