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1 Initial rounds in the empirical data

We observe that the behavior of each player during the first four rounds is erratic, which
leads to their behavior being less predictable during those rounds (Fig. S1). After round
4, all rounds are statistically indistinguishable by the metrics discussed in the main text.
Therefore, we discard the first four rounds of each player and consider all others as indis-
tinguishable.

2 Single-strategy and multiple-strategy models
In Fig. S2, we illustrate the differences between the single-strategy and the multiple-
strategy models.

3 Derivation of the inference equations

3.1 Single-strategy model

We show here the derivation of Egs. 5 and 6 in the main text, which constitute the basis for
the inference in the single-strategy model.

In the single-strategy model, we assume that players and games belong to only one group
so that group memberships for player i (8;) and game g (17,) are binary variables. If ¢; is the
group to which player ¢ belongs then 6;;, = 0Vk # o, and 0,;, = 1,k = o; (and similarly
for game memberships 7,). We further assume that the probability of player ¢ cooperating
in game g depends exclusively on the group to which they belong Prla;y = C] = po,o, -

We follow a Bayesian approach to obtain the most plausible group assignments given the
observed data (cooperation or defection of players in games) P(6, 7| A°). To that end, we
marginalize over all possible values of the probability of cooperation, p (Eq. 4 in the main
text) as follows:

P(6,n|A°) = [ dpP(0,n|A’DP)

P(A°|0,m,p)P(8,np)P(p)
P(A9)

dp » (D

—
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where we have introduced the Bayes Theorem to express the integrand in terms of the
likelihood of the model P(A°|0,n, p), the prior information P (8, n|p)P(p), and the evi-
dence P(A), which acts as a normalization constant.

The likelihood of our model is given by:

P(A°0,n,p) = H Hpkﬁ(skmé@ag H H(l — Pkt) Ok, O,

iceU ke icU kb
gel; g€D;
c D
W n
= [ pes (0 = pre)™ee, 2)
kel

where C; and D; are the sets of games in which player i cooperates and defects, respectively.
nkcé /nb, are the total number of games in which users in group k cooperate/defect in games
belonging to group /.

We assume a flat prior for the 8 and p and a prior on the 7 that is independent of the p
(see Eq. 3 in the main text) such that

P(@,mlp)P(p) cxe™ " with  F=1- Zm 1y 3)

where the sum is over all pairs of neighboring games in the ST plane, so that F' is equivalent
to the number of neighboring pairs of games (in the ST plane) that don’t belong to the same
group, and the game aggregation factor « is a positive constant.

Inserting this in the previous equation, we get:

P(6,n]A°) = dp Hpkfé (1~ pre)"* 4)

1 . o . .\
where [ dp = [],, [, dpre and Z is a normalization constant equivalent to the partition
function in statistical mechanics.

This integral can be carried out analytically so that,

n&,Inp
(0 T[‘AO _ ke* ké (5)
Z 1};1 (nG, +nb, + 1)1

By expressing P(6,n|A°) in terms of the exponential of an energy function H (Eq. 5 in
the main text), we recover the expression for H in Eq. 6.

3.2 Multiple-strategy model
We want to find the %, n* and p* that maximize the posterior P (0,7, p|A°). We use an
Expectation-Maximization algorithm to find the values of those paramaters.

For the mixed-membership model, the logarithm of the likelihood reads:

log P(A°|6,m,p) = > log (Z 9ikpke77gz>

i€U;g€eC; ke

+ Z log (1 - Z 9zkpk£nge> (6)

1€U;9€D;
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Adding the expression for the exponential prior on the distance between game member-

ships (Eq. 3) we obtain the following expression for log P(8, 1, p| A°) up to a normalizing

constant:
log P(6,m,p|A°) = Y logpi
i€U;g€eC;
+ Z log(1 —pig) — « 172179 ng |- @)
1€U;9€D; (99)

In order to obtain the set of equations that maximize the expression above, we use
the following variational trick: we introduce an auxiliary distribution w;,(k, £), such that
> ke Wiq(k,€) = 1, and apply Jensen’s inequality logZ < log x so that we can write p;4
as:

Oikmgepre
log pig =108 > _ Oiktgepre = 1ngwzq (k. ) ig (gk 0
kL

zkngepkz
Zwlg k,0)1 wzg(k 0 ¥

9m7lgzpw
> ke Oikngepre”

Applying the same trick to the other terms we can write

where the equality holds when w;4(k, () =

0;
log P(8,7,pA%) > S W, (k,¢) log ~X10Pke

icU;g€eC; Wig (k’ E)
ke
Oirnge(1 — Pre
+ E wiDg(k’,E) log —UgD( Pkt) —a|l- E Ng-Mg | 9)
, w?(k,0)
ic€U;g€eC; 9
ke
where the equality holds for:
0;
wg(k, e) _ kngépké (10)

Zk/é/ aik’ngf’pk’é’
Oirnge(1 — pre)
D ikTlgt DPke
wi (k) = . (1)
zg( ) Zk/g/ aik’nqé’ (1 - pk’f’)

The expressions above correspond to the expectation step of the algorithm.

Because we want to obtain the 8*, n*,p* that maximize the posterior, we need to maxi-
mize the left hand side in Eq. 9. By taking derivatives of the 1.h.s in 9 and using Lagrange
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multipliers for normalization constrains for 6;;, and 7,;, we obtain the following equations:

deci Ze w%(/ﬁ 0) + depi Ze wi[g)(ka l)
O = - (12)
diec, 2k wiy (k. €) + D ieD, 2ok wiy (k. £)
dg + Zreag Nr - Ny
« Zre(')g ThreTge

dg —+ « Zreag 777“ : ng ’

Mge =

+ (13)

withd; =3 0. >k, wg(k,ﬁ)—kznepi Srewh (k£ anddg =30 D4y wi (k. 0)+
Y meD, Dkt wp (k. £). Cy and Dy, are the set of users that cooperate or defect in game g,
respectively.

Finally, for py,:

P Z(i,g)ec w?g(k, ?) (14)
ke — ,
Z(i,g)ec wlcg(k’ K) + Z(m,n)G’D w'r?m(k7 €>

where C and D are the set of (player, game) pairs in which there is cooperation or defection,
respectively.

4 Simulated annealing

As discussed in the text, we use simulated annealing to find the group assignments 6 and
7 that maximize the expression for the posterior in Eq. 5 or alternatively minimize the
energy Hin in Eq. 6 of the main text. However, solving this problem analytically is com-
putationally infeasible, given the vast number of possible partitions (group assignments)
of the system. Therefore, we implement a simulated annealing algorithm to perform this
task [1]. The idea of this method is the following: starting from a given partition of players
and games whose energy #, is known, new partitions are proposed by randomly mov-
ing players and games to different groups and energies are computed. The new partitions
are automatically accepted if Hpew < Ho. Otherwise, they are accepted with probabil-
ity e=2%/T where T represents the temperature. In this case, the temperature basically
controls the tolerance of the system to switching towards partitions with higher energies.
The key point of the simulated annealing is that the temperature gradually decreases with
the number of iterations. That way, the system can initially explore the whole landscape
and escape from a local minima, for instance. For each value of the temperature, we allow
Np?layers + N;ames

A = 0.99. That is, T},¢, = AT,4. Finally, if the system doesn’t change its energy after 10

movements of players and games. Then, we cool the system by a factor

temperature changes, the algorithm automatically stops its execution.

5 Number of groups in the single-strategy and
multiple-strategy models

In the single-strategy model, the number of groups is determined automatically by the sim-
ulated annealing optimization. Since group plausibilities are calculated by marginalizing
exactly over the p matrices (Eq. 1 above), Eq. 5 above already penalizes complex mod-
els, and the optimization will naturally choose the optimal number of groups. The optimal
model consists of around 20 groups (depending on the cross-validation fold), although 5 or
6 of them alone typically account for more than 50% of the players.
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For the multiple-strategy model, the number of groups needs to be fixed manually. As
shown in Fig. S3, we find that the optimal predictions are obtained for K=3 groups of
players and L=4 groups of games, although performance is not very sensitive to these
values. In fact, for larger values of K and L, the performance is similar but some groups
are, in practice, left empty.

6 Game mixtures in the multiple-strategy model

As discussed in the main text, games in the multiple-strategy game belong mostly to a
single group, even though, in principle, they could belong to mixtures of groups just as
players. In Fig. S4 we show the distribution of entropies for games in the multiple-strategy
model for different values of the game aggregation factor a.

7 Robustness of the results

In Figs. 2 and 4 of the main text, we show results for a single fold of the 5-fold cross-
validation (except panel a in each of them, that shows the average over the five folds).
Figures S5 and S6 show equivalent results for a different fold, and are very similar to those
in the main text, thus indicating that they are robust.

Figures
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Figure S1 Predictive accuracy of the single-strategy model after removing the first rounds
of the players’ histories. The error bars show the standard error of the mean of the results for the
5 folds.
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Figure S2 Single-strategy and multiple-strategy models. The matrix of cooperation
probabilities (left) indicates the probability with which players in a player group cooperate in games
in game group. In the single-strategy model (top right), players belong to a single group, so that
their decisions are given directly by the corresponding row in the matrix of cooperation
probabilities. In the multiple-strategy model (bottom right), each player can simultaneously belong
to different groups of players with given weights. Their decisions are given by the weighted average
of the corresponding rows in the matrix of cooperation probabilities.
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Figure S3 Dependency of the predictive accuracy of the multiple-strategy model for
different values of K and L. We show the predictive accuracy for different combinations of K
and L (the number of latent groups of players adn games) for « = 0. Each point represents the
average of a 5-fold cross-validation; error bars indicate the standard error of the mean. Note that
for any choice of parameter values the accuracy of the mulitiple-strategy model is above the
accuracy of the single-strategy model.
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Figure S4 Distribution of Shannon Entropies of the game membership vectors 7. Each bin
represents the number of occurrences of games significantly belonging to one, two, three or four
memberships.
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Figure S5 Same as Fig. 2 in the main text for a different split of the 5-fold cross validation.
Note how the results we obtain for partitions of games and users are very similar to the ones
shown in Fig. 2 of the main text, thus suggesting that the results are robust.
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Figure S6 Same as Fig. 4 in the main text for a different split of the 5-fold cross validation
(same split as in Fig. S5). Note how rows b), ¢) and d) are very similar to those shown in Fig. 4 of
the main text, thus suggesting that the results are robust.
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